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Introduction and Notations

The object of this note is to study further the two technical
aspects of Prof. Mitra's paper [4], namely (i) finding an explicit
expression for the orthogonal projection matrix when several
observations are deleted and (ii) making a more detailed analysis of
the fibre data.

While providing an explicit expression for the orthogonal
projection matrix with dropped observatioris, we also obtain an
interpretationofthe various cases in terms oif the estimationspace.

The data analysis done here illustrates the importance of
collinearity study and the role of the deletion diagnostics in arriving
at a meaningful regression equation. It also highlights the age-old
dictum of examining the scatter-plots.

We use the following notations; A', p(A), R(A), A~ and Pa denote
the transpose, the rank, the row-space, a g-inverse and the
orthogonal projection matrix A(A'A)~ A' of a matrix A. We consider
the same linear model as in [4]. We use P for P* and the partition
X= (Xi : X2)' where X2 has h - k rows. We make the

Pii P12]
^P21 P22

square matrices of orders^k and n - k.

corresponding partition of P, where Pn and P22 are

2. Projection Matrix with Deleted Observations

In [4], Prof. Mitra obtained an expression for the projection
matrix (hat-matrix) when an observation is deleted, using a
statistical argument. Here we derive the corresponding result for the
deletion of several observations. When several observations are
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(-1, -1), (-. +1), (+1. -1) and (+1. +1) with a = 1.

The results are summarized in Table 5.1.

Table 5.1. Relative Efficiency (RE) of different Estimators over r

Estimator

1. dl

(1= 1. 2)

2. ph (present study)

(1) a = 0

(U) a = 1

ai = -1 012 = -1

ai = -1 02 = +1

ai = +1 02 = -1

ai = +1 02 = +1

RE(%)

123.28

126.56

137.70

124.85

139.40

125.30

265

The proposed class of estimators is most efficient for ai = +1 and
a2 = -1. It is obvious from the table 5.1 that the proposed class of
estimators is more efficient than the conventional estimator, r and
also the estimators di (i = 1, 2) suggested by Srivastava and Jhajj [7]
irrespective of the values of ai and a2.
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deleted, three cases are encountered as opposed to the two
considered by Prof. Mitra. We now examine each case separately.

Case I: Estimation space unchanged after deletion.

This means that R(X2) C R(Xi). A necessary and sufficient
condition for this in terms of the projection matrix P is that I - P22
is non-singular. This can be proved as follows. The matrix

M =
(X'X Xi

X2 I

is nnd. Also p(M)= p(X'X)+p(I-P22)= (n-k)+p(Xi X,) (see [5],
exercises 9.4.12(d) and 5.4.26(a)). The row-spaces of X and Xj are
identical iff p(X'X)= p(Xi Xj). which is equivalent to 'p(I-P22) = n - k'
or 'I - P22 is nonsingular".

Case II : Estimation spaces of deleted and retained observations
virtually disjoint.

This means that R(Xi) H R(X2) = {0}. A necessary and sufficient
condition for this is that P12 = 0. This essentially follows from

R(Xi) n R(X2) = R(Xi Xi (X'X)-X^ X2).
(see [5], exercise 5.4.25 (a)(iii)). .

When several observations are dropped, the above cases do not
exhaust all situations. In general R(X2)would have only a (non-null)
part in common with R(Xi). This case does not arise when a single
observation is deleted, as considered by Prof. Mit'ra.

Irrespective of the relationship between R(Xi) and R(X2), it can
be directly verified that

Pxi = P1I+ Pl2 (I- ^22)" P12

where (I - P22T' is any g-inverse of I - P22-Case I, this reduces to
Pi 1.while in the second case the g-inverse is replaced by the inverse.
The results given by Prof Mitra are simplifications of these two
special cases.

3. A Reanalysis of the Fibre Data

A glance at the columns 3 and 4 of Table 2 of [4] reveals that the
measurements are highly coUlnear with the intercept. Indeed, the
condition number turns out to be 74.493. It is well- known (see[2])
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that in such a situation small changes in the predictor observations
can lead to significant changes in the regression estimates. Also, the
precision of the estimates may be hampered by coUinearity. Should
it be concluded that the above data is unsuitable for a meaningful
analysis? Hardly so. In fact, a shift in the origin corresponding to
the two variables in question produces a condition number in the
acceptable range. One could do this by subtracting the respective
means of the variables. However, it is not easy to interpret the
resulting variables. A visual inspection suggests that the origin be
shifted by approximately 24 irmas. in each case to counter the
collinearily. The modified variable would then be "length in excess
of24 mms". Such a shift is meaningful if the measurement of length
in excess of 24 mms. can be done precisely with the instrument at
hand. Usually the precision of a measuring instrument is only
available relative to the maximum length it can measure. If an
improper instrument is used (with a precision ofthe order of 1 mm.),
a shift of origin as suggested above amounts to a mathematical
exercise, and only masks the collinearity resulting from the
imprecision of the measurements (see Belsley, [17]).

Assuming that a proper measuring instrument is used, we
proceed with the Einalysis. Figures 1 and 2 show the scatter-plots of
the observations. After subtracting 25 mm. and 24 mm. from
columns 3 (variable Xi) and 4 (variable X2), respectively (and
renaming them X3 and X4), we get the follovnng table of variance
proportions (see [2] for a discussion on variance proportions).

Number Eigenvalue
Condition

Index

Variance Proportions

Constants X3 X4

.1 1.50901 1.000 .11864 .10373 .23344

2 1.11773 1.162 .31479 .35565 .00007

3 .37327 2.011 .56658 .54062 .76649

The acceptable range of the condition number in 1 to 30 (see
[2]). The regression equation is

Y = b'l + baXa + b3X4

with b'l = 23.2721, b2 = .4452 and ba = .2399. When X3 and X4 are
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Figure 1: Scatter-plot of Yvs. with final regression line
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transformed to the original predictors, the equation becomes

Y = bi + bgXi + baXa

where b, = 6.3838, which is the same as obtained by Prof. Mitra.
The standard errors for bg and bgare .1379 and .2568, respectively,
both before and after making the transformation. The meaning of
the constant term changes with the shift of origin. Therefore one
would expect that the new constant to be significant. The analysis
indeed reveals that b'j has a standard error of .2172. Compare this
with the standard error of the original constant, which is 5.4962.

• This means that the new constant term can be estimated more
precisely than the old constant term. Also, the new constant is
highly significant (as expected), although the old constant is not so.

The estimated multiple correlation (multiple R) is .6763, both
before and after transformation.

We computed the Cook's distance (see Chatteijee and Hadi, [3])
in addition to the diagnostics computed by Prof. Mitra for all the
observations. Observations 10 and 5 are the most influential to the
overall fit as per this measure. From Tables 3, 4 and 5 of [4] these
two observations are significant according to many other
diagnostics.

When observations 5 and 10 are deleted, the coefficients turn
out to be bi = 23.2727 (.1670), bs = .5419 (.1061) and bg = .2135
(.1933). The multiple R is .8228. Observation 14 becomes the
single-most influential one with the highest values of Cook's
distance and DFFITS. However, dropping of observation 14 along
with 5 and 10seems to marginallyreduce the multipleRand slightiy
increase the standard errors of the coefficients.

Multiple row-deletion diagnostics also play an important role in
detecting joint influence of observations. In this connectiori it may
be noted that the MDFFIT measure used by Prof. Mitra should be
suitable scaled (as in DFFITS) before any concluision is drawn. For
pairs ofobservations we limited our analysis to the Cook's distance
(see Chatteijee and Hadi, [3]). The paii* (10,24) has the largest Cook's
distance. When the data is reanalysed after dropping the
observations 5, 10 and 24, the regression coefficients become b'l =
23.2518(.1635), ba = .5787(.1066) and bg = .1682(.1912). Thus the
estimates become more precise. Further, the significance of ba and
ba changes from .0039 and .3602 to .0000 and .3902, respectively.
The decision regarding the significance of the coefficients is better
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focused with the three observations dropped. The multiple R also
increases to .8410.

The insignificance of X2 is intuitively evident from Figure 2,
which fails to exhibit any pattern. In the absence of this variable.
Figure 1 is quite interpretable. The location of the observations 5,
10 and 24 in this Figure seem to support the idea of their deletion
for a reasonable fit. The straight line drawn in figure 1 is

Y = 23.3154 + .62462X3 = 7.6999 + .62462Xi

which is the regression line after variable X2 and observations 5,10
and 24 are dropped.

4. Conclusions

A casual look at the data on Xi might raise a doubt whether it
is at all usefiil for predicting Y as all of them look similar. However,
from the analysis it turns out that X3 (or, equivalently, Xi) has a lot
to say about Y, even in the presence of the constant. Its predictive
capacity is further pronounced when a few observations are
dropped. This is reflected in the reduction of p-value from .0039 to
less than 10"^. Our recommendation is to drop the parental plot
mean in the presence of the parental plant value.

ACKNOWLEDGEMENT

We thank Prof. S.K. Mltra for bringing the data to notice arid
encouraging us to analyse the same. ^

REFERENCES

111 Belsley, D.A., 1984. Demeaning conditioning diagnostics through centering.
American Statistician 38, 73-93.

[2] Belsley, D.A., Kuh, E. and Welsch, R.E., 1980. Regression Diagnostics:
Identifying Influential Observations and Sources of Colllnearlty, Wiley, New
York.

13] Chatterjee, S. and Hadl, A.S., 1988. Sensitivity Analysis In LinearRegression,
Wiley, New York.

[41 Mltra, S.K., 1991. Regression post-mortem. Journal of Indian Society of
Agricultural Statistics 4i3,201-2\0.

151 Ramachandra Rao, A. and Bhlm^sankaram, P., 1992. Linear Algebra,
Tata-McGraiv-Hlll, New Delhi, In press.



OTHER PUBLICATIONS OF THE SOCIETY

I. SAMPLING THEORY OF SURVEYS WITH

APPLICATIONS
P.V. Sukhatme, B.V. Sukhatme, S. Sakhatme and C. Asok

It is the third Revised Edition containing all the principal
developments in the theory of sampling with ex^ples and exercises.

The book contains 11 chapters

I. hitroductlon and Basic VII.

Concepts
II. Simple Random VIII.

Sampling without
Replacement

III. Sampling with Varying IX.
Probabilities

IV. Stratified Sampling X.
V. Ratio Type Methods of XI.

Estimation

VI. Regression Methods of
Estimation

Price : Rs.35.00 (Paper back] and Rs.60.00 (Hard Bound)

II. STATISTICAL METHODS IN ANIMAL SCIENCES
VMAmble

The book has been prepared for specially meeting the needs of the
students and the research workers In animal sciences wishing to learn
the basic principles and the principal procedures of statistics for use in
planning Investigation and In analysing and interpreting the data. The
emphasis in the book is on the principles and procedures with an
attempt at elucidating the logic without too much of mathematics. A
specif feature ofthe book is the illustrations oftheprocedures through
examples all taken from the field of animal science which would help
the research worker In animal science in understanding the
applications all the more easily. Only basic knowledge of algebra at

•elementary level is assumed and the few derivations ofprocedures from
statistical theory given in the book have been presented in such a
manner that while they meet to some extent the logical Inquisitlveness
of a class of readers they could be ommited without loss of a clear
understanding of the procedures.

The book consists of 17 chapters. The first 9 deal with statistical
methods of inference and the next 7 with the planning of experiments
and the analysis mainly on experimental data. The last chapter deals
with the elements of sampling.

I Price : Rs.30.00 (Inland) and $10.00 (Foriegn)

Choice of Sampling Unit

Siib-Sampllng

Sub-Sapling (continued)

Systematic Sampling
Non -Sampling Errors.



III. IMPACT OF P.V. SUKHATME ON AGRICULTUAL
STATISTICS AND NUTRITION
Edited by Prem Narain

It contains articles by eminent statisticians and other scientists in
the country and abroad covering topics on Agricultural Statistics and
Nutrition in which Prof. Sukhatme has made significant contributions.

Price: Rs. 15.00 (Paper back) and Rs.50.G0 (Hard bound)
1

IV. CONTRIBUTION IN STATISTICS AND

AGRICULTURAL SCIENCES

This volume contains a number of scieptific papers in the field of
statistics, agriculture, animal husbandry, agricultural economics and
allied fields contributed by eminent research workers engaged in
theoretical as well as practical development of statistics in relation to
agriculture.

Price Rs. 15.00 (Inland) and $4.50 (Foreign)

V. ON SYMPOSIA
(i) Measurement of impact of green revolution, and

(11) Statistical assessment ofintensive cattle development programme.
Price : Rs. 10.00 (Inland) and $3.00 (Foreign)

VI. STATISTICAL DATA-THEIR CARE AND

MAINTENANCE
David J. Finney

This bulletin Is extremely useful for students and research
workers engaged in data collection and analysis. It describes in a
lucid manner how data can be scientifically gathered for drawing
sound inference. The various topics dealt with are: acquisition of
data, design ofdata gathering, care for data, types and units ofdata
analysis and databases, cop3ang, statistical ethics, data-entry to the
computer, data scrutiny, integrity and some illustrations.

Price : Fis.10.00 (Inland) and $3.00 (Foreign)

Please order your copiesfrom:

The Secretary,
INDIAN SOCIETY OF AGRICULTURAL STATISTICS,
C/o I.A.S.R.I., Library Avenue,
New Delhi-110 012





JillohIhPjjMhlSkoh'UhEh^o^l

kR^6hlh„ltZ•ot

Ihl^>»l>^01^0)jj£

iqo|go|̂q,|[p.q,q,j|r,frp[j>jh

(]riln^Qd>i>h>|r'̂fi|ctDUiCbHfs"tl

hlUhlVo^Q)J>lfc)P|̂̂lf•hl>IUohh

'fll^%P^hhP?^^--s^

^»l^*»l^l^o^ohhUiMuvi^tuBokh

-Mnhn^>htbllnT^-IPh^lhfef^^^^Ihralj<^|̂^kll^l^^'},

Jdl%±&O^o^o^Ihkll^)6ohohh

hlhlK^9nP>^t^t^^?^^_^^"X

Ih^O^o|i£Uai^iMMiteoHte

MiiJS.i^ln>|:^^lh]^^l^^lhioi^hoJ^o^Jgt

Inhnikoyiitati2%jlyalnl

ICjp^Ih^fNInbfeh,?ftInbfeln^H^

o^oVilt-Ibk^ohh

lUU'̂B^ICbllnfi:ln>b.^(fe^U?Jsh'l^^^"G

|tblQjh<l5£te>

{2^1^]^)

M&^5feh^1^fr(p>IK

««SIi



a

O
ljl

'
=

1 OX
)^

3

1

S"
3

O

1
1

/3
1

zp
:g

1
0 0

l
f

a
,

^
•

o o o -
C -
1 I
I 3
-



(11)

3Tto i^o ipRo ^ swR

•anrq ^o snraM ^fto ito
Wh-.ff^ yffei^ 'SrjFsiF ^RSfPT, ^ 1^

ITRRT

RfrfEm cBT •'3?terR: ^TT ^RITI f^^f WT ^ ^ 3^
fBT WT ^ ,| '3fk ^ ^^ ^ fen 5IM I I
^a^ipTT f^?f qr W I ^ ^ 3f%n '3TSWT ^ ^

TT ^ 5nn^ qr q^?T sracrr 11 ^^fne ^ srt cif%
^ q^ ^ qftSTT ^ cffFTW qwR cT8TT ^ 31^ ^STT# % =1^

^ll

^

xjT^o iTo §Tt?iT cT^IT 4to %o ^ffo g^siR

fT^fe^ chliTl-Jl, c|(T,T||ptchKi,

?TRRT

• qraMrjcB fcR^ CRT ?WT' 3TFTN inrT-.cR^ q^ cRT q§^<l^ qf^-rf^
to w 11 qft^ %(3TT^.JBt qi^^ feir w I m

FTTpfpH cfjT 3q^ fcpER^T^ JTiq %^ ^ f%JJT wl Iq^Ttf^ ?cRIf^ ^ |̂ 2rT%OT
#r i^fi^ qftfMT?jf-% i^irr w 11 ^p^'qSf^ ^Bt ^ ^ ^rwn
wl I



s
\'

51
^

-

i
i

z
p

^
f

^
z c 3 £ -?

!•

I f I JS

5)
I

o
if

i'

-0
4^

"I
^

S

i
'

i
,

i X
I

J z
p

£ d
i i' :3 I a
?

i



(iv)

^TRm \t cTSIT #o %o TFM8T ^
5JISF ^ ag^fsiH krm

mm

wr -^iJlPlRl ^ cRfiTR ^Sjf %qi^M ^ CTSJT qf^ ^ ^ ^Tsfsif
^ RfrRlfef feUT W 11 ^ qcF wr f|[gTcT ^5^ Slgq^ ^
fMv ^TFTRT cBT | cf^f^Sf^ q^^ ^ I^ ^ cf^ ^TRf^
¥tWT cfSTT i^Tiq^ % ^ qftf^-rlM ^ ywlRicb 3itcb^ qr tor w 11
JfF ^ M?T >3Tf^Ff)?R OT3f RRf cR% ^ ^WdH ^RRNf^ ^ cl^ q^r|H ^
OT^Il

?T^?m nf^f ^ 3Tra5^ % ^ gsm T? t!^

7TRRT

%cT2ITcheir<4JI [^] q=tf^cr^r3qTKtra-[9] fOTSTs^Rfe qWJT^f^n^FTfeW
^ ancR^ % cr f^ q?^ ?J)=jiwc| ^sir ?ir [?], [«] ^ sfr,

I CT8IT Jl? fejT I f% 3Tf^?«T 11 Rq^T ^ ^^ifJIT W
I % ^ W ll



(V)

Wm ^

>3nTo q^o cT8iT 'fto i%

f=I{OT fecfflura^, - «(,;£, 090

• <-iHR<i P% 5l|cb^chl SjSr 1:^ ^ 'Tf^^rfW fenW I f^RT#
rR- ^.:^TTfe ITTS2J- ?T8TT ^ ^3^^ fejT W11 ^

'3fftlic1 W2IT. cpf ^SZT %5Wtft cCT ferj 7jq711 qf ^?TM W
I % ^ czjTw ^ ^ 'SrfM^ eJlcii^cj ^ 5n^ [^9] gixi •"
RMf^en^iwfcf^ % %3rftici7 I 3ncf^ cj^ oTFrf^
'J^^Tfer Oil^ilfqcb M ^ q^f) y'teMkHcb S^TfFT SRT feTT W 11

^O ^ qto qo qfRF^f ffarr qo TFT,
yiR^c(5lii ^T^, cbcdcbrii

^TRRT

• Rto q?ro ^o fer^Rq:^ "^RTwrqteHT^" qTetkeif^ .srEwrferT w
I -ivRH ^ ericB^ %f^R^ ^ 3t^ ^ ci^ ^=§17 ^

!T^ >311^ ^ ws HT^TcH JTM felT W 11


